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Abstract:
Generally, concatenative speech synthesis systems provide
a considerable synthesis quality since the criteria for unit
selection methods have been optimized. However, the level
of synthesis quality depends on the adequate position of
the concatenation points of all acoustic units that have to
be concatenated. The position of the concatenation points
heavily determines the grade of mismatch and distortion
human perception in a synthesized waveform. Therefore,
we present a concatenation point optimization (CPO) algo-
rithm based on Principal Component Analysis (PCA) that
establishes an optimal concatenation point between any two
matching acoustic units in a given inventory and reduces the
distort human perception in Text-To-Speech Synthesis (TTS)
Systems. The algorithm extracts data frames referring to a
concatenation point and transforms them, using PCA, into a
particularly framework, preserving the relevant properties

of the waveform. Afterwards, we determined the optimal
concatenation point by a task optimization. Experimental
evaluations characterize the behavior of the proposed con-
catenation point optimization method and emphasizes its vi-
ability.
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C
ONCATENATIVE speech synthesis has been
used on TTS systems over the last years [1].
By this approach, the acoustic units of the in-
ventory cover a big variety of phonetic and

prosodic language features. Consequently, the unit selection
extracts the best unit sequence from the entire inventory to
synthesize an input text by minimizing the mismatches and
distortions of the concatenated acoustic units. In most of the
cases, the units searched by the unit selection are extracted
from different phonetic contexts and present discontinuities
in spectral shape as well as phase mismatches at concatena-
tion boundaries. Additionally, the extracted units typically
consist of variable-length phoneme, diphone or triphone se-
quences, which produce a larger number of concatenation
points in a synthesized waveform. Because such disconti-
nuities and mismatches deteriorate significantly the speech
synthesis quality by the concatenation of acoustic units, the
development of an optimal concatenation approach has be-
come a hard task in speech synthesis[1]. Normally, distor-
tion human perception of the join between acoustic units is
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estimated in unit selection process by calculating the con-
catenation cost. This is calculated as the weighted sum
of n concatenation sub-costs such as FFT-Spectrum, LPC-
coefficients, linear spectral frequencies (LSF) coefficients,
frequency cepstral coefficients (MFCC), or multiple cen-
troid analysis (MCA) [4].

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Concatenation algorithms still
calculate a general

concatenation point instead of
finding an optimal concatenation

point
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

However, they all are derived from Fourier signal analysis,
and each distortion is related more or less significantly to
the discontinuity measure at the spectral area between the
fixed concatenation points of acoustic units [2]. The appro-
priated set up of the concatenation points produces a higher
speech synthesis quality avoiding the appearance of artifacts
between the concatenated units in a synthesized waveform.
However, concatenation algorithms still calculate a general
concatenation point instead of finding an optimal concate-
nation point for a given set of acoustic units. Therefore, we
propose a methodical algorithm to obtain the optimal con-
catenation point between a set of candidate acoustic units
via PCA and so to make the likelihood of a bad concatena-
tion effectively small. PCA gives an alternative feature data
extraction and provides a new analysis construction to char-
acterize the acoustic mismatch between two units. Because
PCA transform the feature data in a framework that con-
tains the relevant properties in the concatenation area, the
resulting CPO is more explicit when it comes to compare a
set of concatenation candidate units against each other. We
refer to this (off-line) concatenation point optimization for
unit selection. In the following section this paper provides a
general description of the PCA framework and feature data
extraction. Then, we analyze in more detail the PCA modal
decomposition and its principal characteristics for the CPO,
and we give an overview on the CPO method. Finally, the
experimental analyses are reported concerning the concate-
nation point estimation in a TTS-System.

Figura 1. Centered Pitch Period Notation (K = 3).

PCA FRAMEWORK

Firstly, we consider a diphone style concatenative-based
TTS-System. It means that all matching diphones starting or
ending within the phoneme /O/ are collected among the set
of recorded utterances in a given inventory. So, we can con-
centrate on finding the acoustic units and their optimal con-
catenation points within /O/ that reduce the mismatch and
distortion when they are concatenated. In Fig. 1 two such
acoustic units are shown, denoted by L1−R1 and L2−R2,
where L1 represents the first-half and R1 shows the contigu-
ous second half of the left-hand side diphone, and L2 illus-
trates the first-half and R2 shows the contiguous second half
of the right-hand diphone [1]. So, we focused on finding the
optimal concatenation point between L1 and R2, whose unit
is not available in the inventory.

Let ξ−K+1, ...,ξ0, ...,ξK−1 and ζ−K+1, ...,ζ0, ...,ζK−1 denote
the 2K− 1 centered pitch periods associated with the con-
catenation area of L1−R1 and L2−R2 respectively as it is
proposed by [3]. Additionally, the interior boundaries be-
tween L1−R1 and L2−R2 fall exactly in the middle of ξ0

and ζ0 as it is shown in Fig. 1. The pitch marking for the
units is obtained for the voice and voiceless speech units via
[5]. Consider that there are M1 units, like L1−R1, and M2

units, like L2−R2, with a concatenation point within /O/ in
the entire unit inventory. Additionally, the centered pitch
periods are estimated for everyone of these units with the
methods mentioned above. This implies the search for an
optimal concatenation point across the (2K− 1)(M1×M2)

centered pitch periods, assuming M1×M2 = M concatena-
tion combinations and N as the maximum possible number
of samples between the pitch periods per unit. Also, sym-
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metrical zero-pad is applied if it is necessary, as well as ap-
propriate windowing for all centered pitch periods N. The
result is a ((2K−1)M×N) matrix X with the elements xi, j,
where xi represents the centered pitch periods and the x j

column represents the slice of time samples [6]. Further,
we transform the data input matrix X by performing PCA
[7]. PCA decomposes a data set of mixed signals into a
data set of uncorrelated signals. In terms of moments, this
implies that PCA finds a matrix that transforms the input
data X(x1

1,x
2
2, ...,x

N
(2K−1)M) with a probability density func-

tion (pd f ) p(x1
1,x

2
2, ...,x

N
(2K−1)M) into a set of uncorrelated

signals Y (y1
1,y

2
2, ...,y

N
(2K−1)M) as it is showed in equation (1).

Y = A(X−µx) (1)

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

We propose a methodical
algorithm to obtain the optimal
concatenation point between a
set of candidate acoustic units

via PCA
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Let µx be the mean of the population input matrix X and ma-
trix A consist of the eigenvectors of the covariance matrix of
the input matrix X as it is shown in the rows of the matrix
AT in Fig. 2. Mean subtraction is an integral part of the so-
lution towards finding a principal component basis, which
minimizes the mean square error of data approximation. Af-
terwards, it is possible to reconstruct the input matrix X by
using Y and the orthogonal property AT = A−1:

X = AT (Y +µx) (2)

where A is the (2K−1)M×(2K−1)M orthogonal basis for
the PCA space L spanned by the (2K − 1)M-dimensional
ai’s. Y can be seen as the coordinates in the orthogonal base.
The input matrix X is projected on the coordinate axes de-
fined by the orthogonal basis. In this form the input matrix
X (which contains all candidate units) is represented by a
linear combination of the orthogonal basis vectors for the
space L with the dimension (2K − 1)M. This can be de-
scribed as a rank-M decomposition, which defines a map-
ping between the set of centered pitch periods and the set
of (2K− 1)M-dimensional feature vectors ãi = ai(Y + µx).

The proposed feature extraction methodology gives a global
overview of the component vectors that are interacting di-
rectly at the concatenation area for the phoneme /O/ as it
is illustrated in Fig. 2. In fact, the CPO of the candidate
feature vector units is determined by the overall features
observed in the pitch periods within the PCA framework,
in contrary to an analysis restricted to a specific instance or
frequency domain. Therefore, the join of two vectors aξ and
aζ in a new feature space (PCA transformation) can reflect
a high degree of similarity, and thus potentially a degree of
mismatch and distortion could be also estimated.

Figura 2. PCA Representation of the Input Matrix X.

CONCATENATION POINT ANALYSIS

Concatenation point optimization must be carried out over
all M possible concatenation boundaries between the L1−
R1 and L2−R2 unit candidates. CPO must search the con-
catenation points across the concatenation boundary areas
of all combinations of L1 − R2 units so that the M con-
catenations present minimal distortion when they are con-
catenated. Afterwards, the units that present the mini-
mum distortion at the optimized concatenation point are
selected. To achieve this task, the possible concatenation
points from the units have to be represented in the space
L.The PCA transformation comprises the vector aξk and aζk ,
which represent the centered pitch periods of ξk and ζk for
−K +1 ≤ k ≤ K−1. Consider now the candidate concate-
nation between L1− R2 as it is shown in the shaded area
in Fig. 2. This concatenation point can be described as
ξ−K+1, ...,ξ1,φ0,ζ1, ...,ζK−1, where φ0 illustrates the con-
catenated centered period. It is composed by the left half
of ξ0 and the right half of ζ0 and can be represented in the
space L of the PCA transformation of the feature input data
matrix X as followed:
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ãξ−K+1 , ..., ãξ1 , ãφ0 , ãζ1 , ..., ãζK−1 (3)

where ãξ represent the left half side of the unit L1 in the
matrix A and ãζ1 represents the right side of the unit R2 in
the matrix A. However, ãφ0 does not have a representation
in the input matrix X . It can be calculated by computing φ0

as an additional row of the input feature matrix X as it is
shown in the following formula (4):

φ0 = aφ0R = ãφ0 (4)

where the (2K− 1)M-dimensional vector aφ0 is introduced
as an additional row in the matrix A, and R is the opera-
tion corresponding to Y + µx. So, the concatenation vector
ãφ0 = aφ0R represents the φ0 in the space L. Once the ãφ0

is estimated, the mismatch and distortion of the units to be
concatenated is measured as a cumulative closeness differ-
ence between the vectors composing the two units segments
ãξ1 and ãζ1 . It is achieved with the help of the closeness
measure between two individual vectors as it is proposed by
[3],[6]:

s(ãk, ãl) = cos(akR,alR) =
akRRT aT

l
‖akR‖‖alR‖

(5)

where 1≤ k, l ≤ (2K−1)M. Taking the shorthand notation
from [6] results in:

s̃(aα−k ,aα0 ,aαk) =
s(ãα−k , ãα0)+ s(ãα0 , ãαk)

2
(6)

Finally, the average similarity between the boundary vectors
of two concatenated units can be described as followed [6]:

d(V1,V2) =
K−1

∑
k=1

2s̃(aξk ,aφ0 ,aζk)− (7)

s̃(aξk ,aξ0 ,aξ−k)− s̃(aζ−k ,aζ0 ,aζk)

This dissimilarity estimation corresponds to the measure
of the trajectory difference before and after concatenation
across the entire concatenation boundary area. It can be
tested, when the difference measure between two contigu-
ous units in the database is calculated, i.e. the ξ’s are equal
to ζ’s. It means that φ0 = ξ0 = ζ0 and d(V1,V2) = 0 if, and

only if, L1 = R2. The closer the difference measure is to
zero, the more adequate the concatenation point is between
two specific units.

CONCATENATION POINT
OPTIMIZATION

Once the PCA framework for the CPO is specified, the fol-
lowing step is to develop a procedure to find out the con-
catenation point and the corresponding units that present
the least distortion when they are concatenated. The idea
is to compute the accumulative d(V1,V 2) distance focusing
on every possible concatenation point in the area [−K,K],
using the space L,which is associated to the concatenation
area as it is shown in the flowchart of Fig 3.

Figura 3. Concatenation Point Optimization.

Firstly, the initialization step establishes the centered pitch
period data frames 2K − 1 in the concatenation area of
[−K,K]. Then, we derive the centered pitch period data
frames into the space L by utilizing PCA. The outcome
provides (2K − 1)M feature vectors in the space L, with
the same number of potential concatenation points. After-
wards, we compute the accumulative discontinuity associ-
ated to every concatenation point for all M candidate con-
catenations. Finally, the concatenation point and the corre-
sponding units that present the minimum accumulative dis-
continuity are selected for unit selection process. There-
fore, we resume the PCA framework and CPO procedures.
Both procedures are depicted in detail in Fig. 4. The cen-
tered pitch period data frames of the units are extracted from
the concatenation boundary areas of the units. Then they
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are derived into a L space by using PCA. Afterwards, the
concatenation point with the least accumulative discontinu-
ity d(V1,V2) is selected between all possible concatenations.
This point represents the optimal concatenation point (off-
line) for unit selection.

Figura 4. PCA Framework and CPO Procedures.

EXPERIMENTAL RESULTS

Syrdal mentioned that a reliably higher discontinuity-
detection rate is observed in diphthongs than in monoph-
thong vowels [10], [9]. Therefore, we focused on the anal-
ysis of the concatenation mismatch of the proposed CPO
method by synthesizing the English diphthongs /eI/, /OU/,
/aI/, /aU/, and /OI/. Dress TTS system and the “TC-STAR”
English speech database were used to synthesize the men-
tioned diphthongs [8]. The synthesis of the diphthongs
was achieved by joining two diphones resulting in a spe-
cific diphthong inside a word, when they are concatenated.
Firstly, we extracted all the units with the left or right bound-
ary falling in the middle of the corresponding phoneme of
the diphthongs from the entire inventory. There were a to-
tal of 2902 instances for /eI/, 2094 instances for /OU/, 3373
instances for /aI/, 1496 instances for /aU/, and 644 units
for /OI/. Additionally, we extracted K = 5 pitch periods
on the left and right side of the the concatenation bound-
ary, giving 2K− 1 = 9 centered pitch periods. Afterwards,
we followed the procedure described in the previous sec-
tions for the concatenation point optimization by synthesiz-
ing the diphthong /eI/ inside of the word “same”. There-
with, we obtained an input data matrix X of a size of (645
× 128), which is composed of 28 and 47 units for the left
and right sides of all possible concatenation combinations,
respectively. Then, we applied the concatenation point op-
timization for the diphthong /OU/ inside the word “hope”.
So, an input data matrix X (1199 × 128) with 36 and 96
units for the left and right sides was obtained. The con-
catenation point optimization for the diphthong /aI/ inside

the word “Kite” delivers an input data matrix X (3553 ×
128X) with 45 and 372 units for the left and right sides.
In the same form, the concatenation point optimization for
the diphthong /aU/ inside the word “house” delivers an in-
put data matrix X (1296 × 128), which is integrated for 83
and 61 units for the left and right sides of the possible con-
catenation combinations respectively. Finally, we obtained
a input data matrix X for the diphthong /OI/ inside the word
“join” of a size of(144× 128), which is integrated for 5 and
11 units for the left and right side. In Fig. 5 the concate-
nation point optimization for the word “join” containing the
diphthong /OI/ is shown. We can observe the speech signal,

Figura 5. COP for the Diphthong /OI/, word: join.

spectrogram, and the formants frequencies of the synthe-
sized word “join” in Fig. 5. We notice any spectral dis-
continuities and any relevant formant discontinuities in the
concatenation area of the diphthong /OI/ in the synthesized
speech signal. Additionally, any concatenation distortion is
perceived by listening this word. Concatenation point op-
timization for the word “house” containing the diphthong
/aU/ is shown in Fig. 6. In the same way, we can see any
significantly spectral discontinuities and any important for-
mant discontinuities in the concatenation area of the diph-
thong /aU/ in Figure 6. Concatenation distortions are almost
unperceived by listening this word. Concatenation point op-
timization for the word “same” containing the diphthong
/eI/ is shown in Fig. 7. Any significant spectral disconti-
nuities and any formant discontinuities in the concatenation
area of the diphthong /eI/ appear in Fig. 7. Additionally, any
concatenation distortion is perceived by listening this word.
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Figura 6. CPO for the Diphthong /aU/, word: house.

Figura 7. CPO for the Diphthong /eI/, word: same.

CONCLUSIONS

We have introduced the concatenation point optimization
for unit selection process in concatenative-based speech
synthesis via PCA. This optimization avoids the post-
processing (smoothing) of the synthesized speech signal,
because this method estimates the best concatenation point
between speech units avoiding possible mismatches and dis-
tortions. The CPO is derived from the modal decomposition
(PCA) of data vectors collected across the entire boundary
concatenation area. CPO bases its function on PCA feature
analysis. It preserves those properties of the acoustic units
that are important to consider in the concatenation point op-
timization. Around a given concatenation boundary region,
the pitch periods are extracted from all possible candidate
units and they are mapped onto a PCA feature space. Then,
each concatenation combination is calculated in terms of the
distance measure exposed by [3]. Finally, the concatenation

point with the least accumulative discontinuity is selected
between all possible concatenations. This point represents
the optimal concatenation point between a set of speech
units for unit selection. The proposed method was evaluated
by analyzing the contiguity of the synthesized speech signal
by using the spectrogram as it is shown in Fig. 5, 6, and
7. The analysis of everyone of the synthesized diphthongs
depicted any relevant spectral discontinuities and any im-
portant formant discontinuities in the concatenation area of
the synthesized speech signal. Therefore, we conclude that
the CPO can be considered as an optimal training method to
determine the concatenation point between a set of speech
units for the unit selection process.
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